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Thermal infrared lightcurves of the impact of Comet

Shoemaker-Levy 9 fragment R
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Abstract. The impact of fragment R was observed
at thermal infrared wavelengths of 7.85, 10.3 and 12.2
#m from the NASA/Infrared Telescope Facility on July
21 UT, using the MIRAC2 mid-infrared array camera.
Thermal emission at tile three wavelengths was sampled
sequentially using a 1.8% circular variable filter, with
an average time interval of 17 seconds between observa-
tions at different wavelengths. Continuous imaging of
Jupiter in this mode began at 5:08 UT and extended
to 5:55 UT. We present calibrated lightcurves for the
three wavelengths. Clear evidence for enhanced emis-
sion from the impact region first appears at 5:41 UT,
with the peak in emission at all three wavelengths oc-
curring ,--3.5 minutes later. The information content of
the data is presented in terms of plots of the product
of emissivity times angular size versus source temper-
ature for each wavelength. Assuming that the peak in
the lightcurves is due to rotation of the hot impact site
into view from Earth, we estimate a diameter of --_1900
km for the source emitting area at 5:44:30 UT and es-
timate a lower limit on the source temperature at this
time of ,,,1350 K. This lower limit drops to 800 K if the
diameter of the emitting region was actually a factor of
two larger.

Introduction

One of the principal goals of the Comet Shoemaker-
Levy 9 observing program at the NASA Infrared Tele-
scope Facility (IRTF) was to search for and characterize
excess near- and mid-infrared emission generated dur-

ing and just after the impacts of comet fragments B,

C, F, G, R, V, and W with Jupiter's atmosphere. A
preliminary analysis of these data is contained in a syn-
opsis of the entire IRTF SL9 campaign [Orlon el al.,

1995]. Here we present a more thorough analysis of our
mid-infrared observations of the impact of fragment R.
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At wavelengths longward of 5 _m, we were assured of
detecting only thermal emission; in comparison, sun-
light scattered off particulates at these wavelengths
would be negligible, even if the cloud of particles was
optically thick. This was the primary reason for our
choice to observe the impact at mid-IR wavelengths.
Another motivation was the desire to merge this ex-
periment smoothly with a search for impact-generated
seismic waves made in the 7-#m region.

Observations

The impact of fragment R was observed on July 21

UT using the MIRAC2 mid-infrared array camera at
the IRTF 3.0-meter Cassegrain focus. MIRAC2 is a
Si:As impurity-band conduction array with a 128x 128
pixel format. Its predecessor, MIRACI, is described
by Hoffmann et al. [1993]. The plate scale at the IRTF
was approximately 0.38 arcsec/pixel. Subtraction of sky
emission was accomplished by nodding the telescope on
and off the source. Jupiter's radiances at 7.85, 10.3, and
12.2 pm were sampled sequentially using a 1.8% circu-
lar variable filter, with an average time interval of 17
seconds between observations at different wavelengths.
The total integration time was 1.96 see at each wave-
length. Continuous imaging in this mode began at 5:08
UT and extended to 5:55 UT, after which measurements
were made more often at 7.85 pm than at the other
wavelengths for the purposes of a seismic wave search.
Absolute times were read off the local computer net-
work whenever the MIRAC2 computer was rebooted.
The network time was calibrated to within 2 seconds

early during the impact week.

Data Reduction

The first step in processing the raw images involved
correcting for pixel-to-pixel variations in the sensitivity
of the array. This correction was carried out by taking
the difference of two images of even illumination but
significantly different intensity. The resulting image was
normalized to an average value of 1.0 to produce the
final "gain matrix". Each image was then divided by
the gain matrix to yield a new image of approximately
the same average value but with the signal in each pixel
adjusted up or down based on that pixel's sensitivity

relative to the average sensitivity of the entire array.
The images were next corrected for variations of that

part of the sky emission not completely cancelled by
the nod subtraction. The raw data were averaged over
4.2x4.2 arcsec square apertures centered on Jupiter's

disk and on two patches of sky located in the southeast
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Table 1. Comparison of Calibrations of Jupiter's Disk-Average Intensity for 1994 August 5 and August 6 UT

Flux Density, a Boo I, August 5 I, August 6 Difference
A (Urn) (10 -15 W cm -2 l,m-') (10 -6 W cm -2 #m -1 sr -1) (10 -6 W cm -2 /_m -a sr -a) %

7.85 5.00 1.73 1.66 4.1
10.50 1.75 2.34 2.26 3.5
10.73 1.60 2.31 2.47 6.3
12.20 0.98 6.21 6.03 2.9

and northwest corners of the images. Time variations
of the signals in each aperture displayed a high degree
of correlation. In addition, the background levels in
the two widely separated patches of sky were nearly
equal most of the time at each wavelength, indicating
that the residual sky emission did not vary substan-
tially over the field of view and that its subtraction

from the raw center-of-disk (COD) signal is justified.
The background-corrected COD flux does not vary as
rapidly with time as the background, but does vary sig-
nificantly on a time scale of -_10 minutes. We attribute
this variation to changes in the transmission of the ter-
restrial atmosphere, since real changes of this magni-
tude in Jupiter's average COD brightness over such
short time scales are precluded by Jupiter's high de-
gree of longitudinal axisymmetry and sluggish thermal
response time [Orlon et al., 1991; Orton el al., 1994].
Since Jupiter's true COD brightness was nearly con-
stant over the observing period, we used the observed
variation of the background-corrected COD signal as a
"running" calibrator for the observations. This required
an accurate determination of the Jovian average COD
brightness for July 21.

The sky over Mauna Kea on the day of the impact
was not photometric ill tile mid-IR, so we were forced
to rely on observations of Jupiter acquired under good
conditions on August 5 and 6 UT to determine the disk-
averaged radiance. We have assumed that the measured
disk-averaged radiance was not significantly dependent
on the sub-earth longitude at the observation time and
that it did not change significantly over the _2 week
interval between late July and early August. The as-
sumption about the axisymmetry of tile disk-averaged
radiance was tested to some extent by comparing the
August 5 calibration to that of August 6, where the
data were taken on opposite faces of the planet. Table
1 displays the disk-averaged radiance 7 determined for
August 5 and 6. Also shown is the flux we used for
our standard star, a Boo. A correction was made for
any old impact sites appearing on the disk, but it never
amounted to more than 1% of the computed disk aver-
age. The values of 7 obtained for the two days agree to
better than 6.5% despite having been measured on sep-
arate days and on opposite hemispheres of the planet.
The degree to which I could have changed over the
two week time interval is uncertain. A decade of ther-

mal infrared observations of Jupiter's troposphere and
stratosphere [Orlon el al., 1991; Orlon el al., 1994] have
not revealed any phenomena that would significantly
change 7 on this short of a time scale; at this time,our
assumption concerning the temporal steadiness of I is
based solely on this experience.

A glance at Table 1 indicates that data on August 5
and 6 UT were taken at 10.5 and 10.73 pm rather than

at 10.3 ttm. Using the August. data to calibrate the July

21 10.3-ttm data thus required a relationship to be es-
tablished between Jupiter's radiance at this wavelength
and at 10.5 and 10.73 ttm. Voyager IRIS spectra [Hanel
et al., 1979] were used for this purpose. When the spec-
tral resolution of the IRIS data is degraded to match the
1.8% CVF resolution, the 10.3 to 10.5 #m brightness
ratio (when the radiance is in the units used in Table
1) is found to be 0.94 in a belt and 0.90 in a zone, while
the 10.3 to 10.73 /_m ratio is 0.98 in a belt and 0.92
in a zone. For the disk average ratio, we have taken
the average of the belt and zone ratios. We used these
ratios to determine the 10.3/ml radiance on August 5
and 6. The result found for August 6 differed from Au-
gust 5 by 5.8%. Averaging the results for the two days
gave I equal to 1.69x10 -6, 2.18x10 -6, and 6.12x10 -6
W cm -_ pm -1 sr -1 for 7.85, 10.3, and 12.2 pm, respec-
tively. The background-corrected, disk-averaged signal

on Jupiter for July 21 was computed for pre-impact
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Figure 1. Flux Density versus time for the three wave-
lengths. The error bars, at times smaller than the plot
symbols, represent one standard deviation of random
error, which is dominated by the standard deviation of
the background signal over the array. The systematic
error associated with the uncertainty in the calibration,
of order ,-,12%, generally dominates the random errors.
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images acquired between 4:58 and 5:33 UT, after cor-
recting for the old impact sites that were visible on the
disk. The ratio of the average COD signal to the disk-
averaged signal was computed for each image, and the
average COD brightness was computed as the product
of this ratio and the disk-averaged brightness obtained
from August. The median and average absolute devi-
ation of the COD brightness at each wavelength cal-
culated over the set of pre-impact images was found
to be 1.54+0.06, 2.29-4-0.01, and 6.23-t-0.06 in units of
10 -6 W cm -2 pm -1 sr -l for 7.85, 10.3, and 12.2 pro,
respectively. The calibration constant for each image
was then determined as the ratio of this brightness to

the background-corrected COD signal. Our estimate
for the accuracy of this calibration is -.,12% for each

wavelength.

Lightcurves

The lightcurve at each wavelength was computed by
first summing measured pixel intensities over a 4.2 x 4.2
arcsec aperture centered on the impact position. The
time average of summed intensities in the same aperture
occurring before 5:40 UT was then subtracted from the
data at all times to isolate the excess emission created

by the impact. The lightcurve for each wavelength is
shown in Figure 1 for times between 5:30 and 6:20 UT.
After 5:53 UT, the sky emission became highly time
variable and also somewhat spatially variable over the
field of view of the camera, making background sub-
traction at these times difficult, particularly at 12.2 t_m.
Hence, interpretation of the data at these times must
be done with caution.

The average sampling time between measurements at
the same wavelength was 51 seconds. At this time res-
olution, the lightcurves have a similar shape and tim-
ing as those seen at near-lR wavelengths [Graham el
al., 1995]. The first clear evidence for the onset of the

bright flare (we will use the term "flare" to denote the
major brightening event seen in lightcurves through-
out the infrared) appears in a 7.85 #m image taken at
5:40:57 UT. A 12.2 pm image taken 17 seconds earlier
shows no signs of enhanced emission, while strong ex-
cess emission appears at all three wavelengths after 5:41
UT. The bright flare onset time at 2.3 #m is reported
by Graham et al. to occur at 5:40:57 UT as well.

The peak of the flare at 7.85 #m occurs at 5:44:30
UT, within our 51-second time resolution of the 2.3
#m peak occurring at 5:44:57 [Graham el ai., 1995].
The peak emission at 10.3 #m occurs sometime be-
tween 5:43:50 and 5:44:50 UT and hence appears to

precede the peak at 2.3 #m by 7 to 67 seconds. The
12.2 pm lightcurve displays two local maxima, one oc-
curring at 5:43:20 and the other at 5:46 UT. By 5:50 UT,
the excess emission from each wavelength has decreased

to less than 16% of the peak value. There is evidence
that the excess emission from the impact was sustained
for at least another 5-6 minutes; however, there may be

a significant contribution during this time interval from
old impact sites associated with the D and G fragments,
which are not spatially resolved from the R impact site

during this time period.
There is an increase of the 7.85 pm signal at the

planetary limb at the impact latitnde at 5:36:33 and in

the subsequent sample at 5:37:25 whose amplitude is
0.2% of the peak signal for the event. There are also
increases of the signal at 10.3 and 12.2 #m in the two
samples preceding the first 7.85 pm sample, but these
are less distinguishable from the noise level. To within
our time resolution, these increases are coincident with
the second flash observed at the Keck telescope [Graham

el al., 1995] between about 5:36 and 5:38 UT.

Discussion

The data set presented here is not sufficient by itself
for a unique determination of the physical size and tem-
perature of the emission region. The major obstacles
to determining these characteristics include our present
lack of knowledge concerning the source geometry and
the nature and distribution of the gaseous and partic-

ulate opacity, both of which vary with time. A simple
model for the lightcurves is given by the system of equa-
tions

F_(Ai) = e)_(Ai)_B;_(T, Ai) (1)

where Ai = 7.85, 10.3, or 12.2 pm, Fx is the measured
flux density, e_ is the emissivity averaged over the CVF

bandpass, f_ is the apparent angular size of the source,
T is the effective source temperature, and B_ is the
Planck function. All the variables are functions of time.

In the above system, we have assumed that the source
is in local thermodynamic equilibrium (LTE), and that
the emission at all three wavelengths can be adequately
represented at any time by a single angular size and
emitting temperature. The validity of these assump-
tions can only be assessed when the full complement of
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Figure 2. The product of emissivitytimes angular
sizee),Qisplottedagainstassumed sourcetemperature
for three times during the impact event. Dotted curve,
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observations of the R impact have been analyzed as a
whole.

If we accept Equation (1) as an adequate model, then

the information content of the data can be displayed in

a plot of the product e_12 vs. T. Figure 2 shows such

curves for each wavelength, for three different times dur-

ing the bright flare. These curves relate any one of the

three unknowns e_, 12, or T to the other two for a par:

ticular wavelength. Perhaps of more importance is the

fact that, since the emissivity can never exceed unity,
the curves can be used to establish a lower limit for the

angular size, given the source temperature, or a lower

limit for the source temperature, given the angular size.

Additional information concerning the source angu-

lar size may be derived from examining the timing of

features in the lightcurves and from near-lR data. The

onset of the bright flare must be due to a strong increase

in the intrinsic brightness of the source, an increase in

its angular size, or both. tlere we adopt the view of

Graham et al. that the flare is due primarily to an in-

crease in the angular size associated with rotation of the

hot impact site into view from Earth, and consider the

implications for the physical size of the emitting area.

According to this model, the onset of the flare occurs

when the leading edge of the impact site begins to rise

over Jupiter's eastern limb and the peak of the flare rep-

resents roughly the time when the trailing edge rotates

past the limb. The elapsed time between the onset and

peak of the flare at 7.85 pm is ,,-210 sec. Assuming

that the size of the emission region did not vary appre-

ciably during this time interval, we find a diameter for

the impact site of-v1800 km. This diameter can also

be obtained in another way. Graham et al. report the

appearance of a bright flash at 5:34:45 UT which they

associate with the initial meteor streak of fragment R. If

this interpretation is correct, then the elapsed time be-

tween the impact time and the onset of the flare would

be 370 sec. According to the calculations of Chodas and

Yeomans (unpublished data, July 20, 1994), fragment

R struck Jupiter 4.9 o behind the limb. After 370 sec,

the center of the impact site would still be 1.20 behind

the limb. For the onset of the flare to be seen 370 sec af-

ter the impact, the diameter of the emitting area would

have to be ,,,2000 kin. The two estimates for the spa-

tim scale of the emitting region are seen to agree fairly

well, given the simplicity of the model. By a similar ar-

gument, Graham el al. estimated a diameter of about

1300 km. The difference between their derived diame-

ter and ours stems from their use of 150 sec as the time

scale for the flare brightness increase, whereas we have

used 210 sec based on the 7.85 prn ]ightcurve.

A circular disk of diameter 1900 kin, the trailing edge

of which has just cleared the limb, at the latitude of the

impacts would have an angular size of 6× l0 -14 sr. The

time at which this happens corresponds to the peak of

the flare. Referring to Fig. 2, the 7.85-_m data require

that a feature with an angular size of 6x10 -14 sr at

5:44:30 UT would have to have had a source tempera-

ture of at least 1350 K. If the source brightness was de-

creasing while the feature rotated into view, then our es-

timate of the diameter of the emitting area given above

would be too low. If the true diameter of the emitting

area were a factor of two larger, the lower limit on the

source temperature at 5:44:30 UT would drop to 800 K.

Graham et al. report that the R impact site was

spatially resolved by the Keck telescope by 5:50 UT

and estimate a linear dimension for the impact site at

this time of ,_7500 kin. This estimate can probably not

be viewed as accurate to better than 50%, on account

of the seeing. If we take 11000 km as the largest the

impact site could have been at 5:50 UT, assume a flat

circular disk geometry, and note that the center of the

feature at this time would have been 4 ° beyond the limb

on the Earth-facing hemisphere, we derive an angular

size of 7.7x 10 -1_ sr. From Fig. 2, the lower limit for
the source temperature is found to be -,_300 K.

Many of the estimates derived in this section had

to be based on assumptions concerning the shape and

emitting area of the source. Fortunately, emission from

the impact of fragment R was observed from many

ground-based observatories, from the Kuiper Airborne

Observatory, and by the NIMS, PPR, and UVS instru-

ments aboard the Galileo spacecraft. Hence, there is

every reason to be optimistic that our knowledge of the

R impact will improve as these various data sets are

analyzed and the results are published.
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